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Abstract

In this tutorial we will explain how IBM has been shaping across the years a strong strategy around
HPC (High Performance Computing) evolving to HPDA (High Performance Data Analytics) thanks to
the acceleration.

The OpenPOWER Consoritum created five years ago of the OPOWERConsortium, opens up a big
technology surrounding of IBM's POWER Architecture offerings, such as processor specifications,
firmware and software to offer it on a liberal license using a collaborative development model with
Industrial partners, thus fostering the innovation at a time when the Moore's law has stopped

applying.
We will describe the IBM's HPC software and hardware stack proposal including the nVidia's GPUs
capabilities and specific OpenPower features and benefits. This will specifically include details on

how new programming models, based on directives, allow taking advantage of accelerators with
minimum code changes and, more importantly, maximum portability.

Through a set of short lectures and demonstrations we will then go across the Linux Software
Development toolkits and specific ppcé4le compilers to get the best results for application porting
and optimization. Last we will also discuss and show some more global system and application
performances tuning and troubleshooting for standard and accelerated HPC application codes.
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Agenda 1. IBM HPC Strategy
2. IBM HPC cluster hardware & software
3. Tutorial
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Very large OpenPOWER projects
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IBM HPC Portfolio with OpenPOWER contributions
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Power Systems AC922 for High Performance Computing

Introducing IBM Power System AC922 - Premier Accelerator Platform
Leveraging POWER9 Innovation
High-performance core, bandwidth, accelerator differentiation
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AC922 - POWER9 with increased GPU and IO bandwidth for differentiation

Realize unprecedented performance and application gains with POWER9 and NVLink 2.0
A2 POWER9 CPUs and up to 4 “Volta” NVLink 2.0 GPUs in a versatile 2U Linux server
APCIe Gen4 bus has double I/0 Bandwidth vs. PCIe Gen3

ACPU (Turbo)/GPU (Boost) enabled for improved data center efficiency and performance to be
maintained at high levels

High level System Overview

A2-Socket, 2U Packaging

A40 P9 Processor cores

A4 NVIDIA Volta 2.0 GPUs

A1TB Memory (16x - 64GB DIMMs)

A4 PCIe Gen4 Slots

A2x SFF (HDD/SSD), SATA, Up to 7.7 TB storage
ASupports 1.6TB and 3.2TB NVMe Adapters
ARedundant Hot Swap Power Supplies and Fans

ADefault 3 year 9x5 warranty, 100% CRU
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